
 

 

 

 

 

 څېړندوی عبدالقهار عزیزي

 د مصنوعي ځیرکتیا او د حقوقو متقابلې اړیکې

 

 برخه ېتپا 
 

 د خطر/بې پروایۍ ماډل -۲

امریکایي حقوقو کې یو عمومي -د مسؤولیت راجع کولو دا ماډل په انګلو

پاره اړینه  لوړ زیان د مخنیوي له ل څخه داټک لهمکلفیت رامنځته کوي ترڅو 

ثبوت باندې ډډه نه لګوي، پر او تقصیر په پاملرنه وشي. دا ماډل د ارادې 

اړین اقدامات کړي پاره  ځای یې دا ارزوي چې آیا یو عامل د خطرونو کمولو له

که څنګه. نو مسؤولیت هغه وخت راپیدا کيږي چې یو عامل د مناسبې 

پاملرنې په ترسره کولو بریالی نه شي او زیان رامنځته کړي، آن که د خطرونو 

اصل د احتمالي مکلفیت  اهم ونه لري. د له وړاندې څخه معلوماتپه اړه 

کېږي چې زیان په ساحه تعریفوي او مسؤولیت یوازې هغه وخت راجع 

مناسب ډول اټکل شي. په پایله کې، دا ماډل د افرادو د ازادۍ او ټولنیز 

کړي چې بې  ډاډ حاصلانډول په لټه کې دی ترڅو  د خوندیتوب ترمنځ

 پروایي نه ده شوې.

مصنوعي ځيرکتیا کې د دغه ماډل په تطبیق سره، حقوقي مسؤولیت د په 

نکو یا فعالوونکو و ماشینونو د جوړو  سنبالومصنوعي ځيرکتیا په  ټکنالوجۍ 

چې آیا دوی د مصنوعي ځیرکتیا د  پورې تړي. دلته دا څېړل کېږي

سیسټمونو په واسطه رامنځته شوی زیان په مناسب ډول اټکل کړی که 
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 آریانا

ز. کال په متحده ایالاتو کې د اوبر شرکت ۸۱۰۲. د مثال په توګه، په څنګه

ناسم تشخیص کړ او د  کس پلی موټر یوموټر ټکر وکړ. نوموړي چاري  خپل

بایسکل یې موټر وګڼلو او بالاخره د مرګوني ټکر لامل شو. که څه هم  ههغ

جوړونکو دا مشخصه غلطي کېدای شوای نه وه اټکل کړې، مګر د ډریورۍ 

عادي شرایطو لاندې د غلطیو انواع یې اټکل کولی شول. لکه څرنګه چې 

 د دغو ټکنالوجیو ایجادوونکي باید د»یونګ له لیو څخه په نقل قول وایي: 

رامنځته کېدونکي زیان او د  هغې بې پروایۍ په تړاو مسؤول وګڼل شي چې

(  د وخت Yeung, Karen, 9102, p92« )غلطیو مخه یې نیول کېدای شوه.

په تېرېدو سره، د مصنوعي ځیرکتیا سیسټمونو د اټکل وړتیا لوړیږي، د 

ې خوندي فعالیت توقعات یې ډېریږي او په دې سره دا توجیه لا ډیریږي چ

ایجادوونکي یې د بې پروایۍ په سبب مسؤول وګڼل شي. په هر حال، بیا هم 

چې آیا د مصنوعي ځیرکتیا سیسټمونه  -اساسي پوښتنه پر ځای پاتې کېږي

دې باید د انساني چلوونکو د معیارونو له مخې د قضاوت تابع وګرځي یا دا 

ایي حقوقو چې د مطلق مکلفیت تابع دې شي؟ دا هغه پوښتنه ده چې په اروپ

 ماډلونو سره مشابهت لري. له کې د تولیدي مکلفیت

په دې حقوقي نظام کې د غفلت د نظریې په اساس انسان ته مسؤولیت 

راجع کېږي نه ماشین ته، ځکه انسان کولی شول چې د جوړولو پرمهال د 

مصنوعي ځيرکتیا سیسټمونو ته له حده ډېره پاملرنه وکړي او د زیان ټول  

په پام کې ونیسي. د دې  تیورۍ په  اساس هم هغه کس چې اړخونه یې 

مصنوعي ځيرکتیا سیسټمونه یې ایجاد کړي دي او هم هغه کس چې د 

 مصنوعي ځيرکتیا سیسټمونه پرمخ وړي، مسؤولیت ورته راجع کېدای شي.

په افغانستان کې د نافذه اصولو له مخې، یوازې د مصنوعي ځيرکتیا د 

تن ته د غفلت پر بنسټ مسؤولیت راجع کولی سیسټم سنبالوونکي یا څښ

شو. ځکه نوموړی د یاد سیسټم د کنټرول، چلولو او کارولو واک لري. د مجلة 

ماده کې فقهي قاعده د ګټې او تاوان ترمنځ  اړیکو په اړه   ۲۸الاحکام العدلیه 
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 ...ایرکتځید مصنوعي 
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مَانِ  »وایي:  ي ماده( د دې فقه ۲۸)مجلة الاحکام العدلیة: « .الخَْراَجُ بِالضَّ

قاعدې له مخې، ګټه په تاوان کېږي. یعنې که یو کس ته دې پیسې په 

مضاربت ورکړې، نو چې کله د ګټې تمه کوې، د تاوان په صورت کې به یې 

پاره بوځې، واښه او اوبه/تېل  تاوان هم منې، یا د چا څاروی/موټر د خپل کار له

الغُْرمُْ »خې: یې هم پر تا دي. دغه راز، د مجلة الاحکام د بلې مادې له م

یمه ماده( یعنې  ګټه له تاوان سره تړلې ۲۸)مجلة الاحکام العدلیة: « .بِالغُْنمِْ 

ده. په دې معنی، که څوک له یوې  وسیلې یا مال څخه ګټه اخلي، د هغې له 

امله  د پېښېدونکي تاوان مسؤولیت هم باید پر غاړه  واخلي. نو د پورته دواړو 

که د مصنوعي ځيرکتیا ټکنالوجي د یو چا له  قواعدو له مخې ویلی شو چې

خوا کارول کېږي او زیان ورپیښ شي، نو د غفلت له مخې همدغه کس 

 مسؤول ګڼل کېدای شي. 

تبعي »د پورته فقهي قواعدو سره ورته، په اروپایي هېوادونو کې د 

اصل دود شوی دی. د دغه اصل له مخې، یو کس د بل د اعمالو  0«مسؤولیت

مسؤول دی، حتی که نوموړي کس هیڅ خطا هم نه وي کړي. د بېلګې په 

توګه، کارفرما کېدای شي چې د کارکوونکي له خوا د ترسره شوي زیان 

 مسؤول وبلل شي، البته که دا عمل د دندې پرمهال رامنځته شوی وي.

اوسني  9راردادي مسؤولیت یا د تقصیري مسؤولیتپه اروپا کې د غیرق

اصول د بل د اعمالو د مسؤول ګڼلو په تړاو سره وېشل شوي دي. ځینې د 

تابع عمل له کوم قید او شرط پرته متبوع ته منسوبوي، یوازې همدومره کفایت 

کوي چې د تابع عمل د متبوع د هدایت مطابق و او وایي چې د متبوع د 

ار کاوه. ځینې بیا متبوع د تقصیري مسؤولیت له مخې په پاره یې ک ګټې له

استثنایي حالاتو کې مسؤول بولي لکه هغه مهال چې تابع خطرناک وي یا 

دندې ته مناسب کس نه وي، یا هم ممکن متبوع یا کارفرما د یاد تابع د 

                                                 
1
 Vicarious liability 
2
 Tort law 
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ګمارنې او څارنې په برخه کې تقصیر کړی وي. ځینې نور حقوقي سیسټمونه 

 ,European Commission, 9102واړو حالاتو استفاده کوي. )شته چې له د

92p دا ماډل د مطلق مسؤولیت له ډول سره یو څه نږدېوالی لري او په )

همدې خاطر ځینو هېوادونو کې یو شان ګڼل کېږي. مګر په مطلق مسؤولیت 

کې شخص د تقصیر له اثبات پرته د خپل عمل پړ ګڼل کېږي او دلته د بل 

 ه وړاندې مسؤول ګڼل کېږي.شخص د عمل پ

دلته د بحث مهم ټکی دا دی چې که یو انسان د خپل ترسره کړي عمل په 

تړاو مسؤول نه ګڼل کېږي، متبوع ته یې مسؤولیت راجع کېږي، نو ماشین 

چې هیڅ اراده او حس نه لري، څرنګه یې مسؤولیت مالک یا متبوع ته راجع 

ه کوي، ماشین یې له هغه په نه کړل شي؟ ځکه عین کار چې انسان یې ترسر 

ښه بڼه ترسره کولی شي او ترڅنګ یې انسان اراده  او عواطف هم  لري مګر 

پاره  مسؤولیت ورته نه راجع کېږي، نو فلهذا د مسؤولیت د تشې د مخنیوي له

اړینه ده چې د مصنوعي ځيرکتیا د ماشین د مالک یا متبوع ته مسؤولیت 

 راجع کړل شي.

یان رسېدو په صورت کې، د غفلت په سبب د مصنوعي په همدې ډول، د ز

ځيرکتیا د ټکنالوجۍ پرمخ وړونکی مسؤول ګڼلی شو. مګر د تولیدوونکي او 

جوړوونکي مسؤولیت، دا چې افغانستان پر هغوی واک نه لري او اصولي 

احتیاطۍ یا غفلت  اسناد هم په دې اړه څه نه وايي، نو نه شو کولی چې د بې

ي یا تولیدونکي ته مکلفیت او مسؤولیت راجع کړو، خو په سبب جوړوونک

څښتن یا فعلي کاروونکي  یې په داخل کې د مسؤولیت له مخې قانوناً مکلف 

ګڼل کېدای شي. مګر بیا هم ستونزه شته او د خطاء د معیار تشخیص او دغه 

 راز سنجول یې ستونزمن بریښي.

 د مطلق مکلفیت ماډل -۳

امریکایي -ماډل په انګلو« شدید حقوقي مکلفیت» د مطلق مکلفیت ماډل یا د

حقوقو کې په هغو قضیو باندې پلی کېږي چې د حقوقي مسؤولیت انتساب د 
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تقصیر له ثبوت پرته ترسره کېږي. د دې ماډل له مخې، له حقوقو څخه د 

زیان لامل شوی، البته له د  ت هغو کسانو ته متوجه دی چېیسرغړونو مسؤول

 معیارونو سره د مطابقت له څېړلو پرته. حقوقي لهارادې او 

، دا ډول  ( د تشخیص په اساس وایيCane) لکه څرنګه چې یونګ د کین

ډولونه له یو بل درې د مطلق مکلفیت : »مسؤولیت منسوبول په درې ډوله دی

تسجیل شویو  له سره تړلی مکلفیت، چې په قوانینو کې له حقسره تړلي دي: 

که  ه مسؤولیت زېږوي )لکه د بل په حق تېری(حقوقو څخه هر ډول سرغړون

نتیجې سره تړلی مکلفیت، چې له تقصیر دوهم له ؛ نتیجه ولري او که نه

څېړلو پرته هر ډول رامنځته شوی زیان مسؤولیت لري او دا معمولاً د تولیدي 

فعالیت سره تړلی مکلفیت، چې دلته  دریم لهمکلفیت په قضیو کې پېښېږي؛ 

دخالت سره تړلی دی لکه د له مکلفیت په ځانګړو تنظیم شوو فعالیتونو کې 

، داسې حالت کې له حق څخه تېری او نتیجه مهمه څیزونو کارولو خطرناک

نه ده، بلکې که یو کس خطرناک څيز وکاروي، )لکه د ټوپک یا بلې وسیلې 

ورته نور(، دا ډول فعالیت د مسؤولیت باعث  کارول د خطرناکو ژوو ساتل یا

 ,Yeung, Karen, 9102«. )ګرځي پرته له دې چې نتیجه ولري او که نه

p10)  متضرر شخص ته د مطلق مکلفیت یا مسؤولیت ګټه څرګنده ده، ځکه

د تخلف او د زیان ترمنځ د سببیت اړیکې  له اثبات خو لا پرېږده چې د 

 Europeanبات هم د ده په غاړه نه دی. )مدعی علیه د ارتکابي عمل اث

Commission, 9102, 92p) 

پېښه  په ز. کال کې د متحده ایالاتو د بې ډریوره موټر د ټکر۸۱۰۲په 

کس له موټر سره اشتباه کړی  چلوونکیبایسکل  یوه موټر ر کې، دغه بې ډریو 

ضیه مداخلې څخه ډېر وروسته اصلاح کړه. دا ق لهو او غلطي د انساني ډریور 

تړلي مطلق مسؤولیت په اړه پوښتنې راپیدا کوي، په ځانګړي د نتیجې سره له 

ډول په دې اړه چې آیا نوموړی موټر له حقوقي پلوه ناقص دی که څنګه. که 

وګڼل شي، نو سیسټم خو بیا ناقص نه  يدا تقصیر په پام وړ عمل کې ناکام
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مناسبوالي د پاره  ګڼل کېږي. په هر حال، که یو تولید د ټاکل شوي هدف له

په تشخیص او د  یا بایسکل چلوونکي پلي تلونکي د شي، نو و ارزولله لحاظه 

 ,Yeung, Karen) پېښې په مخنیوي کې ناکامي به خامخا تقصیر ګڼل کېږي

9102, p10ساتلو او خطرناکو څیزونو د  د (. په همدې ډول د خطرناکو ژوو

ته مطلق مکلفیت راجع کولی شو،  3مکلفیت سره ورته، اوبرله مربوطه کارولو 

داخلي خطرونو سره د مصنوعي ځیرکتیا سیسټم د  لهځکه پرمخ وړونکي یې 

کولو مسؤول دي. دا له هغو حقوقي اصولو سره هم مطابقت لري  پرځایځای 

چې د لوړ خطر لرونکو ټکنالوجیو جوړونکو او ګټه اخیستونکو ته د راتلونکو 

 کېږي. احتمالي زیانونو مسؤولیت راجع

د مطلق مکلفیت نظریې په اساس، که د مصنوعي ځيرکتیا په ټکنالوجۍ 

سنبال سیسټم زیان رامنځته کړي، نو پرمخ وړونکی یې، پرته له دې چې 

تقصیر ولري یا نه، مسؤول ګڼل کېږي. دا نظریه د مصنوعي ځيرکتیا په برخه 

نه ده او کې ګټوره تمامیږي ځکه د مصنوعي ځیرکتیا ټکنالوجي د اټکل وړ 

پاره مناسبه تیوري ګڼل کېږي. مونږ کولی شو  اټکل وړتیا نه لرونکو چارو له

چې په افغانستان کې د مطلق یا شدید مکلفیت د تیورۍ په اساس په قوانینو 

کې تعدیلات راولو او تقصیر ته له کتو پرته مکلفیت په اساس د مصنوعي 

یا څښتن، د زیان رسولو  ځيرکتیا د ټکنالوجۍ سنبالوونکی او پرمخ وړونکی

مسؤول وګڼو. په دې سره د مسؤولیت تشه هواریږي او ترڅنګ یې دا چې 

څښتن یا پرمخ وړونکی هم په افغانستان کې دی، نو په اسانه ورباندې قانون 

 تطبیقیږي.

 د جبري بیمې ماډل .۴

د جبري بیمې ماډل، د مسؤولیت انتساب، د پرمختللیو ډيجیټلي ټکنالوجیو 

جبران  پهپاره د مالي خسارې  له وزیان د قربانیان يرامنځته شو د  طهپه واس

دا تګلاره یا ماډل د مکلفیت ». لکه څرنګه چې یونګ وایي: باندې تمرکز لري
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بیموي طرحې « له تقصیر پرته»پاره د مشخصو لوریو د په نښه کولو پر ځای  له

او ټولو زیانمنو ته یا بسپنې له لارې د قرباني کس ملاتړ ته لومړیتوب ورکوي 

 ,Yeung, Karen« )پرته د جبران لارې چارې برابروي. اثباتد تقصیر له 

9102, p19 دا سیسټم د ټکنالوجیکي صنعتي کمپنیو د شریکې ونډې یا د )

دغو ټکنالوجیو د ډيزاین او تطبیق په چارو کې دخیلو کمپنیو باندې د جبرې 

واکې یا دولتي ادارې ته یې یوې خپل تنظیمبیمې مکلفیت وضع کوي او 

 یې سپاري. دا ماډل د قربانیانو هغه خسارې هم جبرانوي چې په دقیق ډول

مسؤول شرکت تشخیص نه شي یا دا چې اړوند کمپنۍ د جبران  د زیان

خوندي شبکې ایجادول دي  یوې داسې منحل شوې وي. د دې ماډل موخه د

نه پاتې کېږي او په  قربانیان د خسارو له جبران څخه چې ډاډ ترلاسه شي

 رو سیسټمونو باندې د ټولنو تکیه مخ په ډېرېدو ده.چا ورته وخت کې په خپل

د مصنوعي ځيرکتیا په برخه کې د جبري بیمې ماډل د مکلفیت د عادي 

انتساب عملي حل  د یا دودیزو لارو چارو د ناکامۍ په صورت کې د مسؤولیت

پاره ډېره  سیسټمونو له وځيرک ور اچ خپلد په ځانګړي ډول او لاره وړاندې کوي 

ګټوره ده. په دې سیسټم کې په مصنوعي ټکنالوجۍ باندې د خلکو تکیه لا 

د مالکانو یا جوړوونکو د مړینې یا حقوقي شخصیت بایللو »پسې ډیریږي او 

« وروسته هم د مصنوعي ځیرکتیا سیسټمونه خپل فعالیت ته دوام ورکولی شي

(Yeung, Karen, 9102, p19 ) چې دې کار سره د مسؤولیت انتساب لا

د مصنوعي ځيرکتیا د ټکنالوجۍ ایجادوونکو شرکتونو پسې پېچلی وي. 

یو شرکت ته د بیمې ډلییز صندوق یا د مکلفیت د جبري بیمې شرط باندې  

په اغېزمن ډول د ټولو شرکتونو ترمنځ مسؤولیت ، پر ځای انتسابد مسؤولیت 

نو له پاره په هغه حالت کې هم د خسارې وېشل کېږي. دا ماډل د قربانیا

جبران تضمینوي چې د زیان سرچینه معلومه نه وي یا مسؤول اړخ له منځه 

مګر له هغه ځایه چې بیمه د اسلام له نظره څه حکم لري، د دې  تللی وي.

مقالې د بحث موضوع نه ده، په دې برخه فقهي متخصصینو خپل نظریات 
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پاره دې هلته  ېدو او د فقهي دریځ معلومولو لهورکړي دي، په یاد احکامو پوه

 مراجعه وشي.

د دې سربېره، یوه یادونه اړینه ده چې د مصنوعي ځیرکتیا ماشینونو ته په 

ترڅو د خسارې د جبران ېدل هم د بحث وړ موضوع ده حقوقي شخصیت قایل

بهیر لا پسې ساده شي. دا یوه نوښتي لاره ده چې د مصنوعي ځیرکتیا له 

سناریوګانو کې مکلفیت تنظیموي او ټینګار یې د انسان له  وپر مخ وړنکلوري 

 تقصیر څخه د سیسټم د خطراتو مدیریت لوري ته اوړي.

د مصنوعي ځيرکتیا په ټکنالوجۍ سنبالو سیسټمونو ته د حقوقي 

شخصیت منل، د حقوقي شخصیت د تیورۍ په اساس دي. د دې نظریې له 

مؤسسات د حقوقي شخصیت لرونکي دي،  مخې، لکه څرنګه چې شرکتونه او

د مصنوعي ځیرکتیا سیسټمونه هم باید د ورته حقوقي شخصیت لرونکي وي 

ترڅو مسؤولیت ورته په اسانه راجع کړل شي. په افغانستان کې په دې برخه 

کې قانوني خلاوې  شته او اصولي اسناد په ټوله کې د مصنوعي ځېرکتیا په 

لا هغه ته په حقوقي شخصیت قایلېدل. نو دې  اړه  احکام نه لري، پاتې خو

برخه کې د اصولي اسنادو تعدیل ته اړتیا ده. خو په ورته وخت کې د حقوقي 

شخصیت موضوع په نړیواله کچه هم لاینحل پاتې ده او په دې اړه اجماع نه 

 ده رامنځته شوې.

 توب ننګونهچاري پلب: د خ

نورو ټکنالوجیو څخه جلا کوي، د ه چې مصنوعي ځیرکتیا له نیوه مهمه ځانګړ 

چاریتوب ځانګړنه ده. ځیني سیسټمونه له وړاندې فعال دي لکه د موټر  خپل

چارتوب یعنې د انسان له مداخلې پرته له چاپیریال څخه  خپل توب.چار  خپل

دا ټکنالوجۍ مخ پر وده روانه ده او  کړه او د هغه په اساس فعالیت کول. زده

مخ په کمېدو ده. مصنوعي ځیرکتیا به په حقوقو کې د انساني ځواک ته اړتیا 

چارو ماشینونو  پام وړ تغییرات رامنځته کړي، ځکه حقوقي سیسټمونه د خپل

د مخ په ډېرېدونکې هر اړخیزوالي او هر ځای شتونوالي سره د مبارزې په 
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چاریتوب سره له دې چې  مصنوعي ځيرکتیا د کارونو خپلحالت کې دي. 

ستونزې او  چې دا ستونزې ایجادويیو لړ حقوقو پر وړاندې  د ګټه لري، مګر

 . ډول څېړل کېږيلاندې  په ننګونې

 د اټکل وړ نه وي -۱

حالاتو کې د  وځین په ټکنالوجۍ سنبال سیسټمونه په د مصنوعي ځیرکتیا

ندې ستونزې اد حقوقي چوکاټ د ایجاد پر وړ  چارهي. دا و اټکل وړ نه 

چاري او داسې ډول کار کوي چې  کتیا په خپلمصنوعي ځیر »رامنتځته کوي. 

د اصلي پروګرام کوونکو له لوري یې هم اټکل نشي کېدای. دا د دې لامل 

کېږي چې په راتلونکي کې د مکلفیت یا د مسؤولیت د راجع کولو تشې 

( د مصنوعي ځیرکتیا Scherer, M. U. 9101: 392 p)« رامنځته کړي.

پروګرام کووونکي د پروګرام پر مهال یو ډول وړاندوینه کوي، مګر وروسته بیا دا 

چې د  C-Pathوړاندوینه یا هم غلطه او یا هم اپوټه خیژي. د بېلګې په توګه، 

پروګرام، دی. پتالوجیسټانو  یو سرطان مرض د پتالوجیکي ماشین د زده کړې

د سرطاني حجرو شاوخوا حمایوي انساجو لومړي سر کې فکر کړی و چې 

stroma) پېژندلو سره یو ځای  له( د اجزاوو پېژندل به د اصلي ټوموري حجرو

کېدای شي د سرطان په تشخیص کې مرستندوی واقع شي. مګر د څېړنې په 

ماشین وموندله چې د حمایوي انساجو مشخصاتو ته په « C-Path»ترڅ کې د 

خیص په پرتله د سینې سرطان په برخه کې دا د سرطاني حجرو د تش وکت

چې دا نتیجه عامه ذهنیت او د طبي نظریاتو  هد ې آلهغوره تشخیص کوونک

 لهدا ډول  (Scherer, M. U. 9101: 313- 312 pp« )اپوټه حیرانوونکې وه.

د حقوقو پر وړاندې ستونزه پېښولی شي. ځکه د څخه لیرېوالی، اټکل 

او مقررات جوړیږي، دا چې د هغو اصولو او وړاندوینې مطابق ورته اصول 

 مقرراتو د اټکلونو اپوټه، په بل ډول وړاندوینه وشي، نو ستونزې زېږولی شي.

نو که حقوقي سیسټمونه وغواړي چې د مصنوعي ځیرکتیا د ځینو 

سیسټمونو د زده کړې تجارب مرور کړي او له هغه ځایه چې دا سیسټمونه د 
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نامناسبه وي چې د سیسټمونو له لوري رامنځته  اټکل وړ نه دي نو دا به هم

کېدونکو خسارو په اړه دې د هغوی ډیزاینران مسؤول وګڼل شي، قربانیان به 

د خسارې له جبران پرته په تش میدان پاتې شي. نو فلهذا د اټکل نه وړتیا به 

 د حقوقي بهیر پر وړاندې یوه ننګونه راپېښه کړي.

 کنټرولعدم  -۲

چاريتوب خاصیت، نه یوازې د اټکل نه وړتیا  د مصنوعي ځیرکتیا د خپل

ستونزه ایجادوي، بلکې د کنټرول له لاسه ورکولو ستونزه هم رامنځته کوي. 

انسانان نشي کولی چې د پام وړ خپلواک پروګرام شوي ماشینونه کنټرول 

رول له د یادو ماشینونو کنټ کبلهکړي. دې سره جوخت، کله د ځینو چارو له 

(، د امنیتي مقرراتو د نقض او د malfunctionلاسه ووځي لکه د ناسم عمل )

یې ډېر جدي دی، ځکه یو کس چې  یناسم پروګرام کولو له لارې. دا وروست

کله د مصنوعي ځیرکتیا د کوم ماشین پروګرام کوي، هلته یې ځینې فیچرونه 

لاسه ووت، بیا بېرته ناسم داخل کړل، نو کنټرول له لاسه ووځي. کله چې له 

ترلاسه کول یې ستونزمن دي. کنټرول له لاسه ورکول دوه ډوله دی: یو ځایي 

کنټرول بایلل، بل عمومي کنټرول بایلل. په لومړي هغه کې د مسؤول کس له 

، خو یوه ډله نور کسان پرې لاسه د مصنوعي ځيرکتیا کنټرول له لاسه ووځي

عي ځيرکتیا ماشین د هیڅ انسان په مصنو د . په دوهم هغه کې بیا واک لري

واک کې نه وي. لومړی کنټرول ځایي او دوهم بیا د پراخې کچې دی. خو 

 لومړی هغه یې ستونزې زیاتې زېږولی شي، ځکه انسانان په نښه کولی شي.

خو د انسان په کنټرول سربېره، انسان ورسره اړیکه یا ورڅخه خبر وي هم 

يزاین کوونکو نیولي تر جوړونکي، یو اپشن کېدای شي. داسې چې له ډ

پروګرام کوونکي او کاروونکي په ګډون ټول په کې دخیل کړل شي. داسې به 

د مسؤولیت انتساب اسانه وي او کس به معلوم شي چې څوک یې مسؤول 

دی. مګر دا هم ستونزمنه ده، ځکه د دغو څلورګونو کسانو ترمنځ د کره او 

یعنې د انساني ضرر او زیان »نه دي.  دقیق مسؤول تشخیص او پېژندل اسانه
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په صورت کې څرګنده نه ده چې څوک دې مسؤولیت ومني، ډيزاین کوونکی، 

 Karen Yeung, 9102, 19« )جوړوونکی، پروګرام کوونکی او که کاروونکی.

p) 

یو لړ ستونزو سره  ؛ لهچې مصنوعي ځیرکتیا کاروي ،عامه ادارې یو شمېر

کنټرول ده چې څنګه به کنټرول شي او دغه راز مخ کېږي. لومړنۍ هغه یې د 

انسان  د حالاتو کې په ځينود اپلیکیشن د کار څرنګوالی دی. که څه هم 

پاره هم یو شمېر اداري چارې سختې وي او کله داسې هم کېږي چې د  له

مصنوعي ځيرکتیا ماشینونه یې له انسانانو څخه په غوره ډول ترسره کوي. 

ه کله د تبعیض ښکار کېږي او همداسې د مصنوعي نو کارونناځکه د انسا

ځیرکتیا د ماشینونو هغه هم. په هر حال، که د مصنوعي ځيرکتیا سیسټم په 

، نو د دې امکان شته چې عامه دولتي چارې په ښه ډول شي سم ډول پلی

اصولو پورې تړلي  يمدیریت کړي. خو دا سم ډول پلي کول یې په غوره ادار 

هماغه اندازه دا ماشینونه په ادارې اصول مناسب وي،  یوېدي، څومره چې د 

 کوي.ترسره هم سم کارونه 

 د خصوصي حریم او محرمیت ننګونه -ج

بله ستونزه د خصوصي حریم د ډیټا ده. په عامه اداره کې د مصنوعي ځیرکتیا 

پاره د دې حد ټاکل چې د ولس څومره او کوم ډول ډیټا  کاروونکو ماشینونو له

دې باید راټوله شي، یوه ستونزه ګڼل کېږي. ځکه دلته د دولت له لوري د 

پېچلې یوه ساتل  ډیټا راټولولو او خصوصي حریم یا محرمیت ترمنځ د توازن

ترڅنګ بله موضوع د یادې ډیټا کارول دي. دا  لوموضوع ده. دغه راز، د راټولو 

پېچلې موضوع ده. ځکه دولت ته د خصوصي افرادو د ډیټا له راټولولو یوه هم 

استعمال حد ټاکل اړین دي. د مثال په توګه، آیا دولت باید  د وروسته د هغو

سیسټمونو له  مشخصوچې ډاکټر ته د  وایياو ورته و  خلکو سره اړیکه ونیسي

لارې ولاړ شئ، یا دې هغو خلکو ته جوایز ورکړي چې چټک موټر نه ځغلوي. 

 .دا هغه برخې دي چې معلومات راټولولو او بیا کارولو ته اړتیا لري
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په داسې حال کې چې په اروپایي هېوادونو او نړیواله کچه یو لړ داسې 

مصنوعي ځیرکتیا اړوند ستونزو په هواري کې اسناد رامنځته شوي دي چې د 

یو څه ګټور تمام شوي دي، خو بیا ټولې ستونزې او اندېښنې لا نه دي هوارې 

 شوي.

دی. دا  ډیټا ساتنې عمومي مقرراتو په نومیو مهم سند د اروپايي ټولنې د 

پاره یو عمومي چوکاټ ګڼل کېږي. خو په ټولیز  قانون د مصنوعي ځيرکتیا له

هر مشخص  لهمصنوعي ځیرکتیا هر اپلیکیشن باید د اداري برخې  ډول، د

قانون سره په مطابقت کې ایجاد شي او چارې یې هم په همدې ترتیب 

عمومي ساتنې مخکې لاړې شي. د بېلګې په توګه د اروپایي ټولنې د ډیټا 

شخص دا حق لري چې  یوازې د ( ۰»مه ماده کې راځي: ۸۸په 2مقرراتو

اروپایي ټولنې د  )د«  -(۸پر بنسټ پرېکړې تابع ونه ګرځي... اټوماټیک کولو 

د اټوماټیک  نودا ماده د ځینو بهیرو   مه ماده(۸۸: ډیټا ساتنې عمومي مقررات

کړي نو کمپیوټر د  که انسان مداخله ونهکولو حالات په نظر کې نیسي چې 

ارو د چ یو لړحالاتو کې د  ځینو نوروپه  خپلواکې پرېکړې صلاحیت نه لري.

، چې د همدې مادې پاره اټوماټیک بهیر ته د اړولو اجازه شته ترسره کولو له

پاره ضروري پرېکړې، د قانون له خوا د اجازې  استثناءات دي لکه د قرارداد له

د ورکولو او د شخص د خوښې په صورت کې کمپیوټر کولی شي چې 

باید د اداري  . د دې سربېره، په مربوطه قانون کېچارې پرېکړه وکړي خپل

حقوقو یا عامه ادارې نورې برخې هم تحلیل شي، لکه له ونډه والو سره خبرې 

 اترې او د فیصلو مکلفیت ته ورته موضوع ګانې.

 مصنوعي ځیرکتیا او عامه اداره -د

ه د ژوند د نورو برخو په څېر، مصنوعي ځیرکتیا عمومي یا حکومتي کل

لري. ولس غواړي چې دولتي یا حکومتي پاره هم ګټې او تاوانونه  چارواکو له

خدمات دې ساده، ارزانه او چټک وي. دا اصول د ښې ادارې او حکومتولۍ 
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په ملي او نړیوالو دواړه ډوله حقوقي اسنادو کې تسجیل شوي دي. د دغو 

پاره یوه لاره د چارو  اسنادو د غوښتنو پوره کولو او ورسره د مطابقت له

وب دی. په دې سره د عامه ادارو چارې اټوماټ ريتچا یا خپل کول اټوماټیک

ريتوب سره اداري چارې چا کېږي او ژر ترسره کېږي. د دې سربېره، په خپل

چټکې، لا ډېرې اغېزمنې، په اسانه د لاسرسي وړ ګرځي او له کوره ترسره 

قدرت څخه ناوړه استفاده  لهکېږي. تر ټولو مهمه یې دا چې د اداري فساد او 

 ډول له منځه ځي.ورکې په کلي 

ريتوب به د څه شي په مرسته ترسره شي؟ دې پوښتنې ته ساده چا خو خپل

ځواب، مصنوعي ځیرکتیا ده. د مصنوعي ځیرکتیا په مرسته ټول اداري 

. د هیڅ ته رسیږيکېږي او د انسان مداخله ورکې کمه یا  ريچا بهیرونه خپل

په چټکۍ سره ورته  مصنوعي ځیرکتیا پر مټ بېلابېل ډوله ډیټا ترلاسه او

ريتوب چا رسېدنه کېږي. نو مصنوعي ځیرکتیا، د سختو او پېچلو کارونو د خپل

وړتیا لري. دغه راز، مصنوعي ځیرکتیا د دې وړتیا لري چې د یوې غوره ادارې 

حقوقي او ټولنیز شرایط پوره کړي. د مثال په توګه، د مصنوعي ځيرکتیا یو 

ځینو څېړنو څخه جوته  لهورتونه ارزوي. اپلیکشین د ماشومانو د پاملرنې ضر 

شوې ده چې دا اپلیکیشن د انسانانو په واسطه له کېدونکې ارزونې څخه څو 

 .یبرابر معتبر د

په ورته وخت کې، په عامه اداره کې د مصنوعي ځیرکتیا سیسټمونو 

استعمالول سره له دې چې ګټه لري، پر وړاندې یې ځینې خنډونه هم شته. 

د رابرسېره  کولو کې د متقابلو اړیکو  9وګه، په لویو ډیټاسیټونود مثال په ت

، چې یوه ګټه ده، ځینې وختونه په تاوان بدلیږي. همدارنګه، چاري خپل

ضرور نه نو ځینې وختونه د اټکل وړ نه وي او کره دلایل نشي وړاندې کولی. 

مصنوعي ده چې متقابلې اړیکې دې د اصولي اړیکو په توګه تعبیر شي. مثلاً، 

یعنې که د مصنوعي   تبعیض په اړه مبالغه کوي. د ځيرکتیا په پرېکړه کې
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ځيرکتیا مخکې سیسټمونو کې غلطۍ وي، دا به د مصنوعي ځيرکتیا 

په داسې حالت کې د مصنوعي ځیرکتیا سیسټمونو ته هم را انتقال شي. 

له  .سیسټم یادې غلطۍ تکراروي او حتی ځیني وختونه یې لاپسې غټوي

ې کبله، تر ټولو قوي ماډلونه، پېچلتیا لا پسې ډېروي او په پایله کې د همد

تبعیض او غلطیو خطرات بې تشخیصه پاتې کېږي. په همدې ډول، د 

مصنوعي ځيرکتیا په پرېکړو کې د شفافیت نه شتون، د دغو چارو مناسبوالی 

 چې د اداري حقوقو او عامه ادارې له نظره ډېر ليترپوښتنې لاندې راو

. یعنې د پرېکړو د شفافیت او عادلانه والي په اړه یې تضمین نه يهمیت لر ا

 شي کېدای.

 مصنوعي ځیرکتیا او ځواب وینه -هـ

د  په برخه کې د ستونزو په دوام په دغو سیسټمونو کېمصنوعي ځيرکتیا  د

نه ګډون دی. په دې معنی چې د انسان نه شتون ورکې د  هیڅانسان لږ یا 

ته لاره هواروي. یعنې کله چې انساني ځواک په مصنوعي  مسؤولیت نه منلو

ه برخه کې مداخله ونه کړي، یادو چارو کې د پځيرکتیا کې د عامه ادارې 

که د عامه ادارې په  ستونزمن ګرځي.کول زیان په صورت کې مسؤول پیدا 

، د مصنوعي ځيرکتیا یو راواخلو د بېلګې په توګه برخه کې مسؤولیت

ب او خوړ راوتلو په اړه ناسم خبرداری خپور کړی دی چې په اپلیکیشن د سیلا 

ترڅ کې یو شمېر خلک مړه او کورونه یې تباه شوي دي. په داسې حالت کې 

دا  هغه پوښتنه ده چې لا  د ناسمې خبرتیا خپرولو مسؤولیت چا ته ورګرځي؟

تراوسه حل شوې نه ده . د تولیدي مسؤولیت په چوکاټ جوړونکو ته 

ه راجع کېږي، ځکه هغوی سیسټم جوړ کړی او دا سیسټم له مسؤولیت ن

چارې پرېکړې کوي. د فعالوونکو او  کړې په سبب خپل چاپيریال څخه د زده

څښتنانو مسؤولیت موضوع عملي کېدل هم ستونزمن دي، ځکه دا 

چاري شوي دي او د هغوی له تشخیص او  سیسټمونه له فعالېدو وروسته خپل

نیولی دی، نو ځکه ورته مکلفیت نه راجع کېږي.  پرېکړې پرته یې تصمیم
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ځینې ضمني بحثونه شته، خو د مسؤولیت تشه په دریمو هېوادونو کې لا هم 

پر ځای ده او د تولیدي مسؤولیت د تطبیق امکان بیخي لږ دی. عین ستونزه 

ویلو د برخې ستونزه په خپل ځای پاتې  په افغانستان کې هم شته او د ځواب

 ول کار ورته نه دی شوی.ده چې هېڅ ډ

 د معنوي ملکیت حقوقو په برخه کې د مصنوعي ځيرکتیا ننګونې -و

چاری دی، له چاپیریال سره خپله ځان  له هغه ځایه چې دا سیسټم خپل

عیاروي، نو پوښتنه دا پیدا کېږي که د مصنوعي ځيرکتیا سیسټم د معنوي 

ې کشف یا اختراع ملکیت په  برخه کې کشف یا اختراع ترسره کړي، د داس

مالک به څوک ګڼل کېږي؟ له هغه ځایه چې د مصنوعي ځيرکتیا سیسټمونه 

حقوقي شخصیتونه نه بلل کېږي، نو هغوی ته په مستقیم ډول د اختراع یا 

کشف مالکیت منسوبول هم له امکان څخه لیرې خبره ده. بل لوري ته، که دا 

منسوب کړو، له هغه ځایه  امتیاز د مصنوعي ځيرکتیا جوړونکو یا مالکینو ته

چې دوی په داسې یوه اختراع یا کشف کې هیڅ رول نه دی لوبولی، نو په 

هیڅ کار ورته دومره لوی امتیاز ورکول له اصولي پلوه او د عدالت مقتضیاتو په 

 بناء مناسب عمل نه دی.

دا ستونزه او ننګونه، سره له دې چې د امتیاز  منسوبول ستونزمن ګرځوي، 

و له لوري هغه مکلفیتونه او امتیازات چې مخترعینو یا کاشفانو ته په د حقوق

پام کې نیول شوي دي، تطبیق یې له ستونزو سره مخ کوي. یعنې د دغو 

 مکلفیتونو تطبیق او د حقوقو ورکړه به معلقه پاتې وي.

د دې سربېره، د کاپي رایټ یا د معنوي ملکیت له حقوقو څخه د سرغړونې 

یاد سیسټم ته مجازات ورکول عملي نه بریښي. د تولیدي  په صورت کې هم

مکلفیت په اساس باید ایجادوونکي ته مسؤولیت راجع شي، مګر دا سیسټم 

چاری شوی او په دې ډول ورته مسؤولیت راجع کېدای نه شي. که د  خپل

کاروونکي مسؤولیت راپورته کړو، کاروونکی طبعاً چې استدلال کوي چې دغه 

کولو ستونزه پر  کار نه دی ترسره کړی. فلهذا د مسؤولیت راجعشخص خپله دا 
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ځای پاتې ده. پورته بحث په هغو ننګونو ور ټول و چې د مصنوعي  ځيرکتیا له 

لوري په حقوقي برخه کې رامنځته شوې دي. د دې سربېره، له ننګونې او 

دی  يیز اصولي سیسټم ایجاد فرصت دواړو سره یوه  بله نږدې  موضوع د بیلګه

 چې  په لاندې سرلیکونو کې تر بحث لاندې نیول کېږي.

 1حقوقو کې د مصنوعي ځیرکتیا کارول وییز  په بېلګه -ز

د افغانستان قوانین له قضاتو او د عدلي او قضایي برخې متخصصینو او د 

اړوند مسلک له کارکوونکو او حتی عادي افرادو سره موجود دي. ځینې 

راټول شوي او ځینې نور بیا په جلا جلا او خپاره ډول قوانین په یوه ټولګه کې 

د خلکو د لاسرسي وړ دي. دا لاسرسی هم په فزیکي ډول دی او هم د عدلیې 

متخصص څخه  یو وزارت د وېبپاڼې له لارې ممکن دی. که د حقوقي برخې له

د مربوطه قانون په اړه پوښتنه وشي، یا له مدافع وکیل څخه وپوښتل شي، نو 

یې درته ځوابوي او د موضوع په اړه درته خپل نظر او حل لاره هم  نوموړی

وایي. خو دلته پوښتنه دا ده چې ځینې ماشینونه ممکن داسې وروزل شي 

چې ټول افغاني قوانین ورکې داخل کړل شي او نه یوازې متن ورکړل شي، د 

یو  متن اړوند پوهاوی او استدلال هم ور زده کړل شي. په  داسې حال کې، که 

حقوقي متخصص له یاد ماشین څخه کومه حقوقي پوښتنه وکړي، بیخي 

ل ځواب به ترلاسه کړي، حتی که کوم عادي او غیرمسلکي کس هم لمستد 

ورڅخه پوښتنه وکړي، موضوع به ورته تحلیل او د اړتیا په صورت کې یې ژباړه 

کی به هم ورته وړاندې کولی شي. ځواب به یې جامع هم وي او د مثالونو لرون

سنبال د مصنوعي ځیرکتیا دا ماشین به  وهم وي. د قوانینو په معلومات

نتایج به هم وړاندیز کړي چې آن وقایعو  حقوقي استدلال وکړي او د مشخصو 

د حقوقي برخې متخصصینو ته به ګټور وي. بالاخره، دا ډول ماشین به د 

چې د قوانینو د قوانینو د برخې ابهامات او تناقضات هم درته په ګوته کړي 

 پاره اساسي نقاط دي. همدا د بېلګه ییز قانون مفهوم تشکیلوي. خلا ډکولو له
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اوس مهال انسان په دې هڅه کې دی چې چاپ شوي قوانین، ډیجیټل 

کړي. یعنې په دې وتوانیږي چې عین متن، لکه څنګه چې په کتابي بڼه کې 

رمخ وګوري او کتلی شي، همدغه ډول یې په کمپیوټر کې هم د سکرین پ

، کمپیوټر یې پرمټ استدلا ل وکړي او په اړه یې حقوقي مطالعه یې کړي

پاره صدق  . ولې دا طریقه د مصنوعي ځیرکتیا لهپېچلې مسئلې هوارې کړي

نه کوي. په مصنوعي ځیرکتیا کې د قوانینو متون او مفاهیم داسې بڼې ته 

ې پوه شي، بدلول دي چې کمپیوټري ماشین یې ولوستلی شي، ورباند

تشخیص یې کړي، درک یې کړي او بالاخره یې په اړه زمونږ پوښتنې په داسې 

استدلالي بڼه راته ځواب کړي، لکه څنګه چې یې انسان کوي. کمپیوټر د 

انسان په څېر تفکر نه لري او نه شي کولای وقایع په داسې ډول درک او بیا 

مي ټوریګلاشینونه تحلیل کړي. کمپیوټر او  د مصنوعي ځیرکتیا نور ما

فارمولونه کاروي او له دې لارې محاسبه کوي. دا موضوع په لاندې مثال کې 

 ښه واضح کولی شو:

د بېلګې په توګه، خیار عیب په افغاني قوانینو او فقه کې شته. که فرض 

مشتري باید د مبیعې د عیوبو په اړه په دوو کلونو »کړو داسې یوه ماده وي: 

ړي. که مشتري په دوو کلونو کې بایع ته د توکو د عیب په کې بایع ته خبر ورک

د ادعا حق ساقطیږي، مګر دا چې په ضمانت خطونو  هاړه خبر ورنکړ، نو د هغ

ده. دا بڼه  ماده دا یوه فرضي« یا ورته نورو اسنادو کې بل ډول وضاحت وي

بیا د مي شي او ټوریګلا پاره لومړی باید مصنوعي ځیرکتیا ماشین ته د اړولو له

او « هو»مصنوعي ځیرکتیا ماشین ته داخله شي. د دې طریقه دا ده چې د 

په څېر پوښتنې یې په اړه جوړوو. لکه: آیا مشتري بایع ته د توکو د عیب « نه»

په اړه خبر ورکړی دی؟ هو یا نه. آیا نوموړی خبر داسې وخت ورکړل شوی 

کلونه تېر شوي و؟  چې مشتري ته د توکو د رسېدو له نېټې وروسته ترې دوه

هو یا نه. آیا داسې کوم ضمانت یا ورته سند شته چې د بایع مکلفیت له دوو 

. د دغو پوښتنو ځوابونه به د حقوقي قضیې «نه»یا  «هو»؟ زیاتويکلونو څخه 
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پاره تاسو ته ځواب درکړي. د مثال په توګه، د د دوهمې پوښتنې ځواب  له

دی یعنې خبر ورکول له دوو کالو تېرېدو وروسته شوی دی. دغه راز،  «هو»

دی، یعنې داسې کوم ضمانت خط نشته چې  «نه»دریمې پوښتنې ځواب 

: ويدا وښیي د بایع مکلفیت له دوو کلونو څخه غځیږي، نو ځواب به 

. د مصنوعي ځيرکتیا «ادعا حق له لاسه ورکړی دیخپلې مشتري د »

پوښتنو د ځوابونو په برخه کې په داسې ډول له ماشینونه د حقوقي 

مي محاسبو څخه په ګټه اخیستو، انسانانو ته د استدلال له لارې ټوریګلا

 ځواب ورکوي.

یوه مفکوره ده  (Law-as-Computation) د ماشین د لوستلو وړ قانون

باوري و چې د  نوموړینه سرچینه اخلي.  عقایدوله  (Leibniz) څچې د لیبنی

کمپیوټري او قانون تر ټولو ستونزمنې پوښتنې هم د یوه مناسب  اخلاقو

او  اوس د مصنوعي ځیرکتیا ښایي م له لارې حل کېدای شي. دا خوبټسیس

 .شي رښتیاله پرمختګ سره  کړې ماشیني زده

د  کېدو په  صورت کې ګټې هم لري، لکه د قاضیانو د ټاکل نظریه یو لړدا 

یان نا اهل وي، نو بې عدالتي به  ډېره  عدالتۍ مخنیوی، یعنې که قاض بې

، نو قانون به لا د مقننه ځواک له لوري وشيقانون تفسیر د . همداراز، که وي

 او د خلکو باور به ورباندې لوړ شي. کړي هبڼه خپل تقنینيډېره 

و ته په شي او انسانان ټیکوماټا ء کول په بشپړ ډولخو که د قانون اجرا

. همداراز، د وزېږوي، دا به لویې ستونزې کړل شي ورنهپرېکړه کولو کې واک 

وي، ځکه انسان ګډون اړین ، قاضي انسان د بایدپړاو کې  ې پهمحاکم

نه  بلدسره  تجربو انه لهژوند د ماشينونه د انسان له احساساتو، ارزښتونو او

 په منفي اغېز وکړي چې ګواکې د دوی خبرې اذهانودي. دا به د خلکو پر 

 .ډول نه اورېدل کيږيریښتیني 

په پای کې، دا بدلونونه به په لنډ مهال کې بشپړ نه شي او د دې بهیر 

 پرمختګ به له ډېرو حقوقي پوښتنو سره مل وي، چې قانون پوهان او حقوق
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قانون نه حتمي او د ماشین د لوستلو وړ به ورباندې کلونه بحث کوي. پوهان 

و ارزول  ې سرهوع ده چې باید په پاملرن، بلکې دا یوه موضدی نه هم لازماً غوره

 او لا ډېر کار ته اړتیا لري. شي

په تقنیني برخه کې هم اغېزمنه ثابتېدای شي. تقنین یا  ځيرکتیا مصنوعي

د قوانینو او اصولو رامنځته کول، د انسانانو او خصوصاً د حقوقي متخصصینو 

ېدای شي. د کار دی. مصنوعي ځیرکتیا هم دې برخه کې خورا ګټوره ثابت

د انټرنټ په مرسته د بېلابېلو حقوقي چوکاټونو  همصنوعي ځيرکتیا ماشینون

ترمنځ اړیکې رامنځته کوي. له مختلفو منابعو څخه استفاده کوي، دا منابع 

د اصولو په بڼه  ب،سره توحیدوي او مونږ ته زمونږ د پوښتنې مطابق ځوا

 راکوي.

سره هم مرسته کوي ترڅو د دې سربېره، مصنوعي ځیرکتیا له قضاتو 

پرېکړه وکړي او عادلانه پرېکړه وکړي. په دې برخه کې قضاتو ته داسې مواد 

ورکوي چې قضات لا ډېر احتیاط وکړي. مصنوعي ځیرکتیا موجوده حقوقي 

متن را اخلي او زمونږ د پوښتنو په اړه راته کره او دقیقه پایله راکوي. مصنوعي 

چې انسان ته د حقوقي برخې د متن په  ځیرکتیا بالاخره د دې وړ ګرځي

تحلیل سره کره ځواب ورکړي. دا ځواب به یې لا پسې جامع، مناسب او 

شفاف وي، خو دا په هغه حالت کې چې د مصنوعي ځیرکتیا سیسټمونه نه 

 یوازې د ایجاد بلکې د تطبیق پرمهال هم په سم ډول وڅارل شي.

 پایله

ایستل  ءد روباټونو د شتون له کبله خطازمونږ فکرونه په کیسو او فلمونو کې 

شوي دي. نو مونږ انساني وړتیا لکه ځيرکتیا او ادراکي استدلال دغو 

ماشینونو ته منسوبوو. که څه هم تر نن ورځې پورې داسې سیسټم نه دی 

جوړ شوی چې یادې وړتیاوې ولري. په تېرو څو لسیزو کې د مصنوعي 

څېړنو په برخه کې د پام وړ پرمختګونه   ځیرکتیا، ماشین زده کړې او روباټیکي

انسان په څېر ځیرکتیا ولري یا د  د شوي، مګر داسې ماشین لا هم نشته چې
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په هر حال، د دې مقالې په ترڅ یو لړ  انسان په څېر استدلال وکړی شي.

 پایلو ته رسیدلي یو چې په  لاندې ډول یې لنډيز لیکو.

ټکنالوجۍ سنبال روباټونه کاروي او کوم کس چې د مصنوعي ځيرکتیا په  -۰

دا ټکنالوجي نورو ته د زیان د اړولو احتمال هم نه لري چې په خپل سر خلک 

زیانمن کړي، نو  داسې کس د غفلت د تیورۍ په اساس مسؤول کېدای شي 

او له یاد فعالیت څخه راولاړ شوي زیان په اړه د افغانستان حقوقي سیسټم 

 هم احکام ایجادولی شي.

د مصنوعي ځيرکتیا د ټکنالوجۍ چلوونکی دې د هغه د څښتن په نسبت  -۸

په تخنیکي برخه کې د ډېر واک او کنټرول لرلو په صورت کې مسؤول ګڼل 

کیدای شي. دا په لومړي پړاو کې د تشخیص وړ ده چې اصلي چلوونکی کس 

تشخیصیږي. په دې سره هغه اندېښنه ختمیږي چې ګواکې د مصنوعي 

ټکنالوجۍ سنبالو سیسټمونو ته دې په حقوقي شخصیت قایل ځيرکتیا په 

 شي.

که یو کس د مصنوعي ځيرکتیا داسې ټکنالوجي کاروي چې نورو ته زیات  -۳

زیان نه متوجه  کوي، بیا هم د یادې ټکنالوجۍ د استعمال، ټاکنې، پرمخ 

ه وړلو او  څارنې په  برخه کې د مقرراتو تابع دی او د تقصیر په صورت کې ورت

مسؤولیت راجع کېږي چې د افغانستان اصولي سیسټم په دې اړه وضاحت نه 

 لري خو دا یوه لاره ده.

که یو شخص د مصنوعي  ځيرکتیا داسې ټکنالوجي کاروي چې تر یوې  -۴

چارې وي، د هغه زیان په وړاندې مسؤولیت لري چې د  کچې پورې خپل

 انساني تقصیر په سبب واقع شوی دی.

د مصنوعي ځيرکتیا په ټکنالوجۍ سنبالو وسایلو له خرابوالي  تولیدوونکي -9

څخه د راپیدا شوو خسارو مسؤول دي، حتی که دا زیان د یادو توکو له بازار 

کولو څخه وروسته هم رامنځته شوی وي. دې کار سره جوړونکي او  ته عرضه 

نظریې تولیدونکي لا ډېر احتیاط ته مجبوریږي. دا چاره د تولید او د غفلت د 
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په اساس ده، خو افغانستان کې یې تطبیق ستونزمن دی، ځکه له بهر سره د 

 افغانستان دا ډول تعامل تراوسه نه دی موجود.

د قرباني کس د ډیټا له منځه تلل د زیان او د خسارې د ورکړې قابل دی.  -1

کله چې دا اصل وګڼل شي، نو د مسؤولیت یوه لاره خامخا پیدا کېږي هغه که 

 لق مکلفیت د نظریې په اساس وي یا د غفلت د نظریې په اساس.د مط

د اسلامي فقهې په اساس، په افغانستان کې د مسؤولیت موضوع یوازې د  -7

مصنوعي ځيرکتیا چلوونکو یا څښتنانو ته راجع کېدای شي. ځکه په فقه کې 

د ضرر په نفې کولو ډېر تمرکز شوی دی او هر څوک چې د مصنوعي ځیرکتیا 

کوم سیسټم څخه ګټه اخلي، د ګټې اخیستلو له کبله د زیان په صورت له 

 کې هم د خسارې جبران ورته راجع کېدای شي.

امریکایي حقوقي سیسټم کې څلور -پاره په انګلو د مسؤولیت د انتساب له -8

ماډلونه یا لارې چارې موجودې دي چې ځینې په افغانستان کې هم کار 

ه، د غفلت یا مطلق لاره چې هم یې کاروونکي ورکولی شي. د بېلګې په توګ

 افغانستان کې دي او هم په اسانه د محاکمې بهیر ته حاضرېدای شي.

د معنوي ملکیت په تړاو، د مصنوعي ځيرکتیا د سیسټمونو له لوري اختراع  -2

او کشف ترسره کول، د امتیاز او حقوقو تصاحب کېدو لامل نه ګرځي او نه هم 

ق څخه د سرغړونې  په صورت کې ورباندې مجازات د کاپي رايټ له ح

 تطبیقېدای شي.

په افغانستان کې د مصنوعي ځيرکتیا په ټکنالوجۍ سنبالو سیسټمونو  -01

له لوري د محرمیت او خصوصي حریم د نقض موضوع لا هم په قوانینو کې 

ویونکي نه  پاره شته اصولي سندونه ځواب ځای پر ځای شوې نه ده او دې له

 دي.
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 وړاندیزونه

د څېړنې په ترڅ کې د افغانستان د اصولي اسنادو د تشې ډکولو او د 

کولو په خاطر د افغانستان د مخابراتو او معلوماتي ټکنالوجۍ  نیمګړتیاوو د رفع

 وزارت، د عدلیې وزارت او سترې محکمې ته لاندې وړاندیزونه کوم:

پاره  د نورو برخو له ه شي.د مصنوعي ځیرکتیا د تنظیم یو قانون دې رامنځت -۰

پاره د  لکه د معنوي  ملکیت، جزا او مدني برخه کې د مسؤولیت د ارجاع له

ییزو اصولي اسنادو ایجاد ته هم اړتیا لیدل کېږي. د  مقرراتو ایجاد او د بېلګه

دې سربېره، د خصوصي حریم او محرمیت موضوعات دې ورسره په یو تقنیني 

 رته جلا تقنیني سند رامنځته شي.سند کې ځای شي او یا دې و 

یوه اداره دې رامنځته شي او د مصنوعي ځيرکتیا د پروګرامونو د  -۸

یید او د هغوی د ځواک محدودولو صلاحیت دې ولري. د أخوندیتوب ت

خسارې جبران دې هم مشخص شي. دغه راز، د جبران د  ېرامنځته کېدونک

برخې مکلفیت دې په ډېرو اړخونو سره د مسؤولیت په اندازه تقسیم شي. 

ایجادوونکي، توزیع کوونکي، پلورونکي یا فعالوونکي دې ټول ورکې دخیل 

یید أوي. اداره دې د دا ډول پروګرامونو فعالیت له وړاندې څخه وګوري او د ت

 یید صلاحیت دې وکاروي.أنه تد یا 

له هغه ځایه چې مصنوعي ځیرکتیا د پراخې کچې تخنیکي ساحه ده،  -۳

تقنیني کارپوهان د دغې ټکنالوجۍ له لوري پېښېدونکي خطرونه نه شي 

او دې برخه کې  معلومولی. دا کار د مصنوعي ځیرکتیا متخصصین کولی شي

 د دواړو  برخو د متخصصینو همغږي اړینه  ده.

ه ممکنه وي، د مصنوعي ځیرکتیا ماشینونو ته دې په حقوقي شخصیت ک -۴

ېدو مخه ونیول شي ځکه دې کار سره له حقیقي افرادو څخه مسؤولیت قایل

رفع کېږي او له حقیقي افرادو څخه د مسؤولیت رفع کېدل، له مسؤولیت 

 څخه تېښتې ته لاره هواروي.
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ترڅو د مصنوعي ځيرکتیا په ل پوهانو روز  او حقوق زیاتول عامه پوهاوي د -۸

 برخه کې د حقوقي چوکاټونو  ایجاد سره مرسته وکړي.

 مأخذونه
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